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Seasonal Prediction

Statistical Model Dynamical Model
(Formulating various

physical processes)

Ø The autocorrelation of rainfall is very poor.

Ø The relation between rainfall and predictors go on changing .

Limitations
Climate Models are 

computer codes based 
on fundamental laws of 

physics

Tools for Climate Forecast



Standard 
Evaluation 
process of 
Dynamical 
Model

Observed rainfall vs Model forecasted rainfall (mostly descriptive statistics)

Limitation: Dose not provide “Why” part 
which will help dynamical modeling 
community to improve model physics, 
teleconnection or others factors.



Major 
Predictability 
of Seasonal 
Forecast time 
scale: ENSO

El Niño La Niña



Process-
oriented 
Evaluation 
based on 
Teleconnection

Observed teleconnection (rainfall-ENSO) vs Model forecasted teleconnection 
(rainfall-ENSO)

Common tool: Pearson’s Correlation Coefficient

Example: Ethiopian “Kiremt” season, Acharya et al.2022, Ehsan et al 2021



Causal Pathways for Teleconnection

• “…the relative contributions of different teleconnections to regional 
anomalies are usually not understood. While physical knowledge about 
the involved mechanisms is often available, how to quantify a particular 
causal pathway from data are usually unclear”. 

• However, they used “Partial Correlation”, ”Multiple Linear Regression” 
and “Conditional Probability” to quantifying the Causal Pathways using 
five examples.

• Examples: Common drivers, Mediating pathways, Direct and indirect 
pathways, Blocking the correct paths in the network, Measuring 
nonlinear dependencies.



Goal of this study

Causal discovery algorithms go 
beyond correlation-based measures 

by systematically excluding 
common driver effects and indirect 

links.

Here, we explore a causal network 
for model evaluation as a type of 

process-oriented framework.

Based on data-driven causal 
fingerprints, the causal network can 

understand differences between 
models and observations based on 

the physical process which 
potentially influences model biases 

in simulating climate variables.

This process based evaluation and 
informed model development 

community. to improve the 
teleconnection within model world. 



3 Traps of Statistics (3S’)

Symmetry Simpson’s Paradox Spurious Correlation



Causality

• Causality is the science of understanding the “cause –
and- effect” relationships in the world around us.

• X (new drug) caused Y (patient’s health) if when all 
confounders (age, severity of illness etc.) are adjusted, an 
intervention in X results in a change in Y, but intervention 
in Y does not change X.



Causality

Pearl’s Ladder of Causation



Causal Modeling

Causal Discovery 

Learn the graph/structure from the data

Causal Inference 

Inferring/answering conditional questions 
from causal graph

Build a graphical representation (often a 

Directed Acyclic Graph or DAG) that 

captures the causal relationships among 

variables. 

It is about drawing meaningful and well-

supported causal conclusions within a 

known causal framework. 

“Causal discovery is the process of building the causal model from data 

when the model is unknown, while causal inference is the process of using the 

causal model (whether discovered or assumed) to make meaningful causal 

statements and predictions.”



Basics of Causal Graphs



Causal Graphs are Directed Acyclic Graphs (DAGs) 

A DAG is a graph that provides a visual representation of 

causal relationships among a set of variables. 

D = directed (all arrows point in only a single direction).

The direction of the arrow is the direction of causation:

 A      B means A causes B.

A = acyclic (no sequence of arrows forms a closed loop, 

which would be backwards causation).Causal Graph should 

be acyclic.

Several Methods available to find out DAG for Causal 

Discovery.

 

Not a DAG, CorrelationDAG

Types



Methods for Causal Discovery



“PCMCI” de facto model in 
Earth Science

• Peter-Clark (PC)+Momentary Conditional 
Independence (MCI) 

• After the paper by Runge (2019) PCMCI 
become “THE METHOD” for Causal 
Structure Learning in Earth Science.

• Part of it because of the “tigermite” 
package by Runge et al.



Why we 
choose 

DAG with 
No tears 

over 
PCMCI?

PCMCI is tailored for time series 

data, considering the the temporal 

ordering and seeks to identify the 

time lag between cause and effect. 

It infers causal relationships based 

on partial correlation estimation at 

different time points. 

DAG with NO TEARS is designed 

for general observational data and 

focuses on inferring causal 

relationships without assuming a 

specific temporal order. It 

estimates partial correlations and 

optimizes the DAG structure to 

capture the most significant direct 

associations between variables.



“DAGs with NO TEARS (Nonlinear 
Optimization of TEmporal 
Relationships in Systems) ”

• It is a novel method for Bayesian Network (BN) structure learning 
based on continuous optimization. BN is probabilistic graphical model 
consist of two parts: a structure and parameters. 

• The structure is a directed acyclic graph (DAG) that expresses 
conditional independencies and dependencies among random 
variables associated with nodes. The parameters consist of 
conditional probability distributions associated with each node.

• Estimating the structure of DAGs, is a challenging problem since the 
search space of DAGs is combinatorial and scales superexponentially 
with the number of nodes. 

• "DAGs with NO TEARS” introduced a fundamentally different 
strategy: formulate the structure learning problem as a purely 
continuous optimization problem over real matrices that avoids this 
combinatorial constraint entirely (Zheng et al.,2018)



Steps for 
DAGs with 
NO TEARS

• Estimating Partial Correlations:

• Calculate the partial correlations between pairs of variables while controlling 
for the effects of other variables.

• Estimate the strength of the direct associations between variables.

• Score Function and Optimization:

• Define a score function to evaluate the goodness of fit between the observed 
partial correlations and the hypothetical set of partial correlations in the DAG.

• Employ an optimization algorithm to search for the DAG structure that 
maximizes the score function.

• Iteratively explore different DAG structures by adjusting the presence or 
absence of edges between variables.

• Sparsity Control:

• Apply a threshold or criteria to determine the significance of the estimated 
partial correlations.

• Remove weaker or less significant edges to create a sparse DAG that focuses on 
the most important causal relationships.

• Edge Orientation:

• Utilize additional techniques, such as constraint-based methods or local search 
algorithms, to orient the edges in the DAG and determine the direction of 
influence between variables.

• Plotting the DAG:

• Visualize the resulting DAG, representing the estimated causal relationships 
among variables.

• Use arrows to indicate the direction of influence between variables.



Case study: All India Summer Monsoon (Jun-Jul-Aug-Sep)

How good is CFSv2 to predict AISMR?

Monsoon is characterized by seasonal wind reversal in tropics



Predictability of AISMR: Process What about last year (El Niño)?



Predictability of AISMR: Process



➢ Weakening relationship between ENSO and ISMR after 1970s 
was revealed by studies conducted during the last two 
decades.

➢ There is impacts of IOD on ENSO-ISMR relationship.
 
➢  Frequent emergence of the IOD have weakened the otherwise 

robust relationship between ENSO and ISMR.

➢ Years with co-occurrence of +ve IOD with El Nino 
(1961,1963,1967,1972,1977,1982,1983,1994 and 1997) have 
positive anomalies of rainfall along the monsoon trough area, 
the west coast and northwest India.

 

In summary…

Current IOD/DMI index



CFSv2 forecast for 2023 monsoon

How good is CFSv2 to predict AISMR?
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All India Sumer Monsoon

Observation Model

Observational References: 

Rainfall data from India Met. Dept.

Niño 3.4 and DMI SST Indices from NOAA’s 
PSL webpage.

ObsJJAS =[Ok], k=1982-2022

Seasonal Climate Model: Climate Forecast 
system v2 from NCEP-Long (lead -1 
hindcast from 1982-2022). Niño3.4 and 
DMI SST Indices calculated from SST. 

ModelJun→JJAS =[Mk] ,k=1982-2022
Kling-Gupta Efficiency=0.167

How good is CFSv2 to predict AISMR?
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Model

AISMR Nino 3.4 Index Dipole Mode Index
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Observation

AISMR Nino 3.4 Index Dipole Mode Index

Dipole Mode IndexNino 3.4 IndexAISMR

0.11-0.571AISMR

0.441Nino 3.4 Index

1Dipole Mode Index

Dipole Mode IndexNino 3.4 IndexAISMR

-0.31-0.751AISMR

0.481Nino 3.4 Index

1Dipole Mode Index

Process-oriented dynamical Model evaluation: Traditionally



Observation CFSv2

DAG between AISMR,Nino3.4 and DMI

Process-oriented dynamical Model evaluation: Causal Structure learning

Threshold: Partial Correlation value



Observation CFSv2

DAG between AISMR,Nino3.4 and DMI

Process-oriented dynamical Model evaluation: Causal Structure learning

Threshold: Partial Correlation value



How to Quantify the Similarity between Model and observational DAG?

➢Step 1: Convert DAG in Adjacency Matrix for both Obs. and Model.

➢Step 2: Estimate Confusion Matrix from two Adjacency Matrix.

➢Step 3: Calculate a score (F1?).

Adjacency Matrix

A

B
C

D

A B C D

A 0 1 0 0

B 0 0 1 0

C 0 0 0 1

D 0 0 0 0

DAG
➢ Step 1



F1 Score: 0.67
MCC Score: 0.67

AISMRDipole Mode IndexNino3.4 Index

100Nino3.4 Index

100Dipole Mode Index

000AISMR

AISMRDipole Mode IndexNino3.4 Index

100Nino3.4 Index

000Dipole Mode Index

000AISMR

Quantify the Similarity between Model and observational DAG

Adjacency Matrix

Confusion Matrix

NegativePositive

0 (FP)1 (TP)Positive

7 (TN)1 (FN)Negative

Observation CFSv2

TP: True Positives
TN: True Negatives.
FP: False Positives.
FN: False Negatives.



F1 Score: 0.67
MCC Score: 0.57

Quantify the Similarity between Model and observational DAG

Adjacency Matrix

Confusion Matrix

AISMRDipole Mode IndexNino3.4 Index

100Nino3.4 Index

100Dipole Mode Index

000AISMR

AISMRDipole Mode IndexNino3.4 Index

100Nino3.4 Index

000Dipole Mode Index

000AISMR

NegativePositive

0 (FP)1 (TP)Positive

2 (TN)1 (FN)Negative

*Remove all irrelevant TN

F1 ignores the True Negatives and thus is 
misleading for unbalanced classes



Concluding Remarks

➢ Teleconnection is the most important factor for the 
process-oriented model diagnostic for seasonal 
forecast.

➢ Linear Correlation is de facto major for such 
practice.

➢ Proposing “Causal Structure Learning” for model 
evaluation as a type of process-oriented 
framework. Causality deals with understanding 
the cause and effect between different fields

➢ Causal discovery graphs from observation and 
dynamical model shows physical pathways of 
interaction.

➢ Quantification of similarity between causal 
discovery graphs of dynamical model and 
observations provides a causal-metric to assess 
the fidelity of dynamical models.

“CausalML combines techniques from 
machine learning and causal inference to 
understand and model causal relationships 
in data.”



Thank you!

dr.nachiketaacharya@gmail.com 

mailto:dr.nachiketaacharya@gmail.com
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